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1. INTRODUCTION

Let S be a compact Hausdorff space, Sol 0, and consider the compact
Hausdorff space T:= { -1, 1} x S. Let (J : = (B, C, Y, x) where

(i) B, C: S -+ [RN are continuous functions such that the convex and
open set

Ua := Uc := n {vE[RNI<C(s),v»O}
SE S

is non-empty, N EN,

(ii) y: T --+ [R is a non-negative continuous function such that

V y(-I,s)+y(l,s»O,
SE S

(iii) x: S --+ [R is a continuous function.

We denote by ~ the set of all such "parameters" (J and define for each
(J E~ a norm by setting

IluII:= max {IIBlloo, IIClloo' IIYlloo, Ilxll oo }.

For real valued functions on S or T, 11·1100 denotes the usual sup norm and,
for vector valued functions A: S -+ [RN, II ·1100 is defined by

IIA 1100 := sup{IIA(s)11 E [RIsE S},

where II ·11 denotes the Euclidean norm in [RN.
We denote by n i the projection of a Cartesian product on its ith factor.

For each (y, z) E [RN X [R define p(y, z) : = z and consider the minimiza
tion problem MPR( (J)

Minimize p(v, z) subject to v E Ua and

<B(s), v)
V '1< () )-Y('1,s)z<;'1x(s).

(~, s) ETC S , v

As it was shown in [5], this minimization problem extends the classical
rational Chebyshev approximation problem, compare also Example 1.1. It
includes also weighted, one-sided, and unsymmetric approximation
problems. Further we have shown in [5], that this minimization problem
is non-quasi-convex and permits not only a local theory but also a global
theorv. compare r6. 7. 81.
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Due to the nature of this problem, it suffices to consider in U" elements
ofnorm 1. We will again denote by U" the set

Further we define the set

V,,:= {rEC(s)13 r= <B,v)}
VEUu <C,v)

and the continuous mapping R,,: U" --+ V (J" by setting

RAv):= <B, v)
<C, v)

for each v E U".
For each a E ~ we define the sets

Y(f/, s) Z~ l1X(S)}

and

which are called feasible sets. Further we introduce the minimum value

Since y is not identically zero, we have E" ~ 0 provided Z(J" #- 0. The setof
all solutions of MPR(a) in Z(J" resp. F" is denoted by

resp.

Further, we introduce

and the solvability set
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Clearly, we have £ c WI. If N = 1, then £ = Wl. In fact, if a sequence (zn)
in IR + converges to E a and satisfies the inequalities

B(s)
V 1] C( ) - Y(1], s) Zn ~ 1] x(s),

(ry, S)E T S

then we have for n -t 00

B(s)
V 1]C( )-Y(1],s)Ea~1]x(s),

(ry,S)E T S

which implies that either (1, Ea) or (-1, Ea) in Za.
We say that (J satisfies the Slater condition, if the set

Z < '=a • { I
<B(s), v) }n (v, z) E Za 1] <C(s) v) - Y(1], s) Z < 1]X(S)

(ry,S)E T '

is non-empty, which is equivalent to the set

F; := n {(r, z) E Fa Iw(s) - Y(1], s) Z < 1]X(s)}
(ry,S)E T

being non-empty.
Let (J in Wl be given. For each Vo in Va define the linear space

where ro := <B, vo)/<C, vo).
An element Vo in Va is called normal (with respect to (J) iff dim H vo = 1.

Let Vo be normal. Then we also call

<B, vo)
ro=

<C, vo)
and

normal. A parameter (J E £ is called normal, if every point in Pais normal
(with respect to (J).

A particular case of MPR((J) is given by the following example:

EXAMPLE 1.1. Let go, gl' ..., g/, ho, hI, ..., hm E C[a, b] be such that the
set
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is non-empty and define N := 1+ m + 2,

Bo(s) := (go(s), gl(S), ... , g,(s), 0, 0, ..., 0),

Co(s):= (0,0, ...,0, ho(s), h1(s), ..., hm(s»,

Yo(ry, s) := 1.

283

For each function XE C[a, b], define the parameter ax := (Bo, Co, (0, x)
and the set

Let (r, EaJ in Fax be a solution of MPR(aJ. Then r is a Chebyshev
approximation to the function x from the set of generalized rational
functions

{
<BO' v) I }V:= <C )EC[a,bJ V <Co(s),v»O

0, v S E [a. b]

with minimum distance Eax ' In this case we have

i.e., the set of approximating functions is independent of the function x.
If we choose

1-1]
Yl(ry, s) =-2-'

we obtain the one-sided approximation problem. In this case the set of
approximating functions is given by

{
<BO,V) I <Bo(s),v) }
<C

EC[a,b] V <Co(s),v»Oand<C() )~X(S) .
o,v) sE[a,b] oS,V

It is clear that in this case the set of approximating elements depends on
the function x E C[a, b].

If we choose gv(s) := sv, v= 0, 1, ..., I and hv(s) := sv, v= 0, 1, ... , m, we
obtain the classical rational Chebyshev approximation problem.

In this paper we investigate the stability of the minimization problem
MPR(a), i.e., we investigate the continuity of the feasible set-mappings

z: 9Jl ~ POW(SN-l X IR)

the minimal set mappings

P: £ ~ POW(SN-l X IR)

and

and

F: 9Jl ~ POW(C(S) x IR),

Q: £ ~ POW(C(S) x IR),
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and of the minimal value

E: i? -+ IR,

where POW(M) denotes the power set of a set M and SN-l denotes the
unit sphere in IR N

•

We will use the usual concepts of lower and upper semicontinuity for the
set valued mappings:

DEFINITION 1.2. Let X, Y be metric spaces and F: X -+ POW( Y) be a
set valued mapping.

(i) The mapping F is lower semicontinuous at the point Xo EX iff for
each open set We Y such that W n F(xo) =I 0, there exists an open set
Woc X such that Xo E Wo and

XE Wo=>F(x)n W=l0.

(ii) The mapping Fis upper semicontinuous at the point xoEXifffor
each open set We Y such that F(xo) c W, there exists an open set Woc X
such that X oE Wo and

XE Wo=>F(x)c W.

Our investigations showed that due to the side condition v E U" the usual
concept of a closed set-valued mapping is not so suitable for the investiga
tion of the mappings Z and P. Thus, we used the following more suitable
modification:

DEFINITION 1.3. Let 91 be a non-empty subset of 9)1. A set-valued
mappmg

ljJ: 91-+ POW(SN-l x IR)

is called r-closed in a oE91 iff given sequences (an) in 91 and
(vn, zn) ESN-l X IR such that

an -+ ao and (vn, zn) -+ (vo, zo) and V (vn, zn) E ljJ(an) and Vo E ljJ( U"o)'
nE N

then (vo, zo) E ljJ(ao).

For the classical rational Chebyshev approximation problem (compare
Example 1.1) H. Maehly and Ch. Witzgall [14] considered the parameter
set £0 and proved that the metric projection

1[1 0 Q:£o-+C[a,b]
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is continuous at all normal points of £0 and can be discontinuous at non
normal points. In this case n j 0 Q is a point-to-point mapping since for all
(J x E £0 the problem has a unique solution in F"x' This result was extended
by H. Werner [17], who showed that at all non-normal points (Jx the
metric projection n j 0 Q is always discontinuous provided x is not
contained in n j 0 F". In this case n 1 0 Q is also continuous. Later
E. W. Cheney and H. L. Loeb [12] considered Chebyshev approximation
by generalized rational functions in the interval [a, b] and they proved: If
for each (J x E£0 the problem MPR(erJ has a unique solution in F"x' then
the metric projection

is continuous at (J x if and only if x E n 1 0 F"x or x is normal. Later
H. L. Loeb and D. G. Moursund [13] extended some of these results to
restricted range approximation, which for a fixed parameter includes also
one-sided best approximation. In this last case they defined for x E C(S) the
set of approximating elements by

{rE v"ls~sr(s)~x(S)}

and considered best approximations to functions Y E C(S) from this set.
Thus, in their stability investigations they considered only variations of the
function y, where the set of approximating elements is fixed. The same can
be said for the linear case as the results of G. D. Taylor [16J and
L. L. Schumaker and G. D. Taylor [15] show, compare also the review
paper of D. L. Chalmers and G. D. Taylor [11]. For best approximation
in .normed linear spaces B. Brosowski, Deutsch, and Nurnberger [4]
considered also variable subspaces and obtained some stability results.

In our investigation of the stability of the problem MPR(O") we consider
variations of all the coordinates of the parameter 0". Thus, we include also
the case of a variable set of approximating functions. An important role is
played by Slater condition, which is considered in detail in Section 2.

In Section 3 we show that the lower semiconlinuity of Z and of F at a
point 0" E 9Jl are equivalent to the Slater condition in 0" as well as to the
upper semicontinuity of E at 0". It should be remarked that the proof of the
implication

0" satisfies Slater condition => Z(or F ) is lower semicontinuous at 0"

is a slight extension of the classical proof for strictly quasiconvex mini
mization problems, compare Bank, Guddat, Klatte, and Tammer
[l,pp. 4D-41]. The implication

Z (or F) lower semicontinuous at 0" => E upper semicontinuous at 0"
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is also true for non-quasi-convex mInImIzation problems, compare
[1, pp. 60-62], and the references mentioned there. The proofs given here
use the special structure of the minimization problem MPR(O"). It is
remarkable that in the case of the non-quasi-convex problem MPR(er), the
converse implications are true. We have upper semicontinuity at a point
0" E m for the mapping Z only in the case N = 1. For N ~ 2 the mapping Z
is never upper semicontinuous at a point 0" in m. For all 0" Em such that
the set Vcr is nowhere dense in C(S), the mapping F is not upper semi
continuous at 0".

It is well-known and easy to prove that in the case of ordinary
Chebyshev approximation the minimal value is continuous (in fact it is
Lipschitz continuous), if one considers only variations of the function x.
This can also be derived from a more general result for MPR(0"), compare
[9]. If one considers variation of all coordinates of (j, then the situation is
much more difficult.

In Section 4 we prove, for the case N = 1, that the continuity of E at
(j E £ is equivalent to Slater condition in (j. For the case N~ 2, we prove

P upper semicontinuous at (j => E continuous at 0"

=> 0" satisfies Slater condition

and

P cr compact and 0" satisfies Slater condition => E continuous at 0".

In Section 5 we consider the stability of the mapping P. Our main results
are:

(i) The set

n:= {(j E £ IP cr compact and (j satisfies Slater condition}

is open in £.I.

(ii) P upper semicontinuous at 0" ¢> (j E n.
For the proof of the necessity that 0" E n, we had to assume that

# S ~ N - 1, i.e., the space S must contain enough points. Since P cr com
pact implies 0" normal (compare Proposition 5.5), the statement (ii) is
similar to the results of H. Werner [17] and E. W. Cheney and
H. L. Loeb [12] for the metric projection nl 0 Q in the case of ordinary
rational Chebyshev approximation in the interval [a, b]. We can derive
from our statement one direction of their result, namely:

(iii) (j normal and #nl 0 Qcr= 1 =>n1 0 Q continuous at (j.

Even in this particular case our result is more general, since we permit
variations of all coordinates of 0" and do not assume S = [a, b] and Haar
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condition, compare Corollary 6.7. The statement (iii) is a consequenCt;
of the main results of Section 6, where we consider the stability of the
mapping Q. These main results are:

(iv) Q upper semicontinuous at (J => Qo- compact and (J satisfies
Slater condition.

(v) Q compact and (J satisfies Slater condition and (J normal => Q
upper semicontinuous at (J,

(vi) The set

{(J E 521 Qo- compact and (J satisfies Slater condition and (J normal}

is open in 52.

It is an open question whether the upper semicontinuity of Q at a point
(J E 52 implies also the normality of (J as in the mentioned case of ordinary
Chebyshev approximation in the interval [a, b].

We excluded an investigation of the lower semicontinuity of P and Q,
since according to the known results for linear case, compare
B. Brosowski [2J, this problem needs its own investigation.

2. ON SLATER'S CONDITION

PROPOSITION 2.1. If (J E 9Jl satisfies the Slater condition, then we have

and

For the proof, see in [10, proof of Theorem 1.1].
Define for (v, z) E Zo- the set

{ I
<B(s), v) }

M((J,v,z):= (lJ,s)ET lJ <C(s),v) -Y(lJ,s}z=lJx(s)

Using [8, Theorem 1.1; 10, Theorem 1.1J, we have:

PROPOSITION 2.2. Let (Jo: = (Bo, Co, Yo, x o) and (J = (Bo, Co, Y, be
such that (J satisfies the Slater condition.

If (vo, Eo-o) E P0-0' (vo, z) E Zo-, and M((Jo, Vo, Eo-o) c M((J, va' z),
then (va' z)EPo-'

Remark. The theorems used from [8, lOJ assume xort Vo-o' If XoE

then the result is trivial.
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PROPOSITION 2.3. If (Do, Zo) E 2"0' resp. (ro, zo) EF"o' is a Slater element
for (joE Wl, then there exists a neighborhood W of (join Wl such that

resp.

Proof If we set r0 : = <Bo, Do)/<Co, Do), the following proof works in
both cases. Since

<Bo(S), Do)
'if 1] <C () ) - Yo(1], s) Zo < 1]Xo(s),

(~,s)ET 0 S ,Do

there exists a real number 15 > °such that

<Bo(S), Do)
'if 1] <C () ) - Yo(1], s) Zo -1]Xo(s) ~ -15 < 0,

(~,s)ET 0 S, Do

we can also assume that

'if <Co(s), Do) :>15.
SES

Define

and

W := {(j E Wli II (J - (J0 II < c:}.

If (J E Wand (1], s) E T we have

<C(s), Do) = <Co(S), Do) + <C(s)- Co(S), Do)

:> 15 - II C - CO II 00 :> bj2

and

+ [Yo(1], s)-Y(1], s)J zo+1][xo(s)-x(s)J
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<CO(S), vo)·1 <B(s) - Bo(s), VO) I+ I<Bo(s), VO) I 1< C(S) - CO(S) vo)1
:(;--'----"--'----'---"-'---'---'-----'--'---_....:..:...-'----....:..:...-'-----'------'-----'------'-----'------'------'---'-----'------'------'-----'--'-

<C(S), VO)· <CO(S), VO)

- 15 + II Yo - Y 1100 Zo + II X o- x II 00

2
:(; (j2 (II CO II 00 + II Bo II co) . e - 15 + ezo+ e

15 15 15 15
:(;4- 15 +4+4= -4<0. I

PROPOSITION 2.4. Let Z* be a non-empty subset of Z" such that

* ( pv I + (1 - p) V 1 ) *(v 1,zd,(V1 ,Zl)EZ => V V ,Z EZ
pE [0.1] z;"max(z" 2,) II PV l + (1- p) v111

and the set

V*:= {VEIR N /3 (_V, ,Z)EZ*}
ZE l~ II v II

is convex.
Assume Z* does not satisfy the Slater condition, i.e., there does not exist

an element (v. z) in Z * such that

I.J 11 <B(s), v)
v '/ Y(IJ,s)z<IJx(s),

(~,s)ET <C(s), v)

Then:

(i) The set

{ I
<B(s), v) }

T*:= n (IJ,s)ET <C() ) =x(s)andY(IJ,s)=O
(V,Z)EZ. S,V

is non-empty and

(ii) I.J :J <B(s),v) __ ()
v :J IJ ? IJX S .

(V,Z)EUaXIf! (~,s)ET· <C(s), v)

Proof (i) Choose an element (vo, zo) in V* x IR such that

VoErelint (V*) and zo > inf {Z EIRI(~, z) Ez*)l.
II Vo II J

Since the Slater-condition is not fulfilled, there is an element (11, s) in T
such that

<B(s), Vo)
IJ <C(s), Vo) -Y(I1, S) Zo = IJx(s).
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There exists an e > 0 such that the element (vo, Zo - e) is also feasible, i.e.,
we have

<B(s), vo)
I] <C(s), vo) Y(I], s )(zo - e)::S; I]X(s).

Subtracting (* ) from the last inequality we obtain

Y(I], s)e ::s; 0,

which implies

Y(I], s) = 0 and <B(s), vo) =x(s).
<C(s),vo)

Choose any element v E V*. Since VoE relint (V*), there exist an element
V 1 E V* and a real number 0 < p < 1 such that

vo=pv+(1-p)v 1 •

The element v and V 1 satisfy the inequalities

<B(s), v)
I] <C(s), v) -l]x(s)::S;O

and

Then we have

<B(s), vo )
O=IJ <C(s), vo) -lJx(s)

<C(s), v) [ <B(s), v) ]
=p <C(s), vo) IJ <C(s), v) IJx(s)

+ (1- p) <C(s), v1 ) [IJ <B(s), v1 ) -IJX(S)]
<C(s),vo) <C(s),v 1 )

<C(s), v) [ <B(s), v) J
::S;p <C(s), vo) IJ <C(s), v) IJx(s) ::s;0.

Thus, it follows <B(s), v)/ <C(s), v) = x(s).
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Since v was chosen arbitrarily in V*, the set

{ I
<B(s), v) }n ('1,s)ET < () ) =x(s)andy('1,s)=O

VEV' Cs,v

is non-empty and clearly equal to T*.

(ii) Assume there exists an element (v j, Z 1) E U(J x IR such that

\-I <B(s),v 1 )< ()
v '1 '1x s .

(~.s)ET* <C(s),v j )

291

By compactness of T* and continuity of the functions involved, there exists
an open set W*:::> T* such that

Since T* =1= T, we can assume that W* is different from T.
We claim that there exists an element (v 2 , Z2) in Z* such that

If not, consider the set

-.- n { N-l I <B(s), v)
Z . - (v, z) E S x IR '1 <C() )

(~,s)ET\W* s,v

I

-y('1, s) Z:( '1x (s) and <C(s), v) > 0S.

Since Z* cZ, applying part (i), the set

- n { I<B(S),v) }T:= ('1,s)ET\W* <C(s) v) =x(s)andy(n,s)=O
(V,Z)EZ* ,

is non-empty. By definition of T*, we have Tc T*, which is not possible.
Thus, the claim is proved.

By compactness of T\W* there exist M, K>O such that

y('1, s) Zj :( '1x(s) + K

y('1, s) Z2:( '1x(s) - M.
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We remark that all the above inequalities remain true if we replace Z1> Z2

by
z := max{z1> Z 2 } •

Choose

M
0< p < M + Ka < 1,

where

{<C(S), vI ) I }
a:= max <C(S),V2) EIR SES ,

and define v: = pV 1 + (1- p) v2. We will show that (viii v II, z) is a Slater
element for Z *, which is a contradiction.

For each (1}, s) E W* we have

<B(s), VI)
1} Y(1], s) z < 1]X(S)

<C(S),VI)

and

<B(s), V2)
1] Y(1], s) z ~ 1]X(S).

<C(S),V2)

Multiplying the first inequality by p<C(s), vl)/<C(s), v), the second by
(1- p)(C(s), v2)/<C(s), v) and adding both, we obtain

<B(s), v)
1] (C(s), v) Y(1}, s) < 1}x(s).

For each (1], s) E T\ W* we have

and
(B(s), v2 )

1} (C(s),v
2

) -Y(1},s)z~1}x(s)-M.

Proceeding as before, we obtain

(B(s), v) (C(s), VI) (C(s), V2)
1} (C(S), V) -Y(1},s)z~1}x(s)+Kp (C(s), v) -M(1-p) (C(s),v)

(C(S),V2)
~ 1}X(S) + (C(s), V) [(Ka + M) P - M] <: 1}X(S). I
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3. CO~TIr-;UITY PROPERTIES OF THE fEASIBLE SET
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PROP()SlTIO~ 3.1. The mapping Z: IJJl -> POW(S' I X ~) is r-closed.

Proof Let the following sequences be given

(J n : = (B,,, Cn , ~',,, XII) in Wl and (VII' ;;'11) E Zr:;,

and elements

such that

For each 11 E I\J we have

Since i5 E [Jar)' we receive for n -> x

i.e., Z is r-closed. I
Remark. In general the mapping

Z: 9Jl-> POW(SN -1 x iR)

is not closed in the usual sense, as the following consideration shows
Assume .IV;;:. 2 and choose a parameter (J = (B, C, f', x) such that

V B(5)=0
(~.,)" r

and Y(y/,s»O.

Consequently, there exists (vo, zo) E Z". By Lemma 3.4, there exists an
clemen t W o in SN - I such that

v <C(s),wo);;:'O
S£ s

Define (In :.= (J. Then we have

and

Since (wo, zo) rt z", Z is not closed in (J.
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PROPOSITION 3.2. Let 0"0 be an element in WI. Then the following
statements are equivalent:

(1) Z is lower semicontinuous in 0"0'

(2) F is lower semicontinuous in 0"0'

(3) E is upper semicontinuous in 0"0'

(4) 0"0 satisfies the Slater condition.

Proof (1) => (2). Assume F is not lower semicontinuous in 0"0' Then
there exist an open set We C(S) x IR and a sequence (0"n) in WI such that

and and

The mapping Aero: Uero x IR ~ C(S) x IR defined by

is continuous. Thus, the set

is an open subset of Uero X IR and is also open in SN-I x IR. Obviously, we
have

Choose an element (vo, zo) in Zuo n W o and a compact neighborhood WI

of (vo, zo), which is contained in Woo Then we have also

Since Z is lower semicontinuous in 0"0 there exists an open neighborhood
W2 c WI of 0"0 such that

For n large enough, say n~no, we have O"nE W 2 • For each n~no, choose
an element (vn, zn) in Zu

n
n WI' Since WI is compact and contained in

Uuo x IR, we can assume that (vn, zn) converges to some (v, z), which is
contained in Uuo x IR. By Proposition 3.1, (v, z) E Zuo' Further we have
(v, z) E WI cWo' Consequently, we have (v, z) E W o n Zu' which implies
also (i', z) E Wn Fuo ' where i': = <B, v)/< C, v).
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(B,p Vn )
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then we have (rn, zn) E F"" and (rn, zn) --> (f, f). Thus, for n large enough,
we have (r n , z,J E W which contradicts F"" n W = 0 for each n EN.

(2) => (3 ). For G > 0 define the open set

w,:= {(r,z)EC(S)x!R Ilz-Eno:<t}.

Since W, n Fao i= 0, there exists an open neighborhood We 9)1 of a o such
that

(JE W=>3(r, z)EFnn W"

which implies E" - Eno ~ z - Eno < f..

(3) => (4). Assume (J 0 does not satisfy Slater-condition. By Proposi
tion 2.4, there exists a non-empty closed subset T* c T such that

and ,'(ry, s) = o.

For II E { - 1, 1} define the closed and disjoint sets

Sry:= {SES:(ry,S)ET*}.

By lJrysohn's lemma there exists a continuous function 8: S --> [ - 1. 1]
sueh that

v 8(s)=II.
Sf' 50;/!

ry E { - 1, I }. Now define sequences

I
''in:= "0+-'n

/l EN. The sequence

an: = (Bn, Cn, i'n, x n)

converges to (Jo for 11 --> C'£.

For each n EN, we have Z"" i= 0. In fact, choose an clement Uo E Ua .,

such that

64001 ] .1
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Then for each (11, S) E T we have the estimate

i.e., (vo, 1 + E uo ) E ZUn for each n EN.

For each n E N and each (v, z) E ZUn we have the estimate Z? Euo + 1. In
fact, by Proposition 2.4 (ii) there exists a point (110' so) E T* such that

which implies

..:..:110:...:..(<--,--B----,o:...:..(s-:..:),_v--,-->:...:..I<,-C--:::.o..:....(s.::..:..),_v,->_-_x.:::--o(:...:..s):...:..)_+---:.11..:::...0e_~('-s.:....:.)(_E~uo_+_l~)111Z?-
Yo(l1o, so) + lin

Consequently, E un = E uo + 1 contradicting the upper semicontinuity of E

at 0'0'

(4) => (1 ). Let W be an open set such that

Zuo n W=f.0·

By Proposition 2.1, we have

which implies

Choose (vo. zo) in Z::=O n W. By Proposition 2.3, there exists an open
neighborhood Wo c Wl of 0'0 such that

i.e., Z is lower semicontinuous in 0'0' I
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COROLLARY 3.3. Let 0'0 E 911 satisfy the Slater condition. Then the
mappings 1T. I c Z and 1T., 0 F are lower semicontinuous.

LEMMA 3.4. Let N ~ 2 and C E C(S, IRl N
) be such that Uc =10. Then

there exists an element 11' in S''''' - I such that

(a) V (C(s), 11'> ~O,
sc s

(b) 3 <C(so), 11' >= O.
SOf'S

Proof Let va in IRl N be such that

V <C(s), va> > O.
Sf:' s'

The assumption N ~ 2 implies that there exists an element 11'0 in iRs such
that vo and 11'0 are linearly independent. For A> 0 small enough we have

V <C(s), L'o + ;.11'0> > o.
sc S

Define L'I : = L'o + 1.11'0 and let [i E 'IR. and So E S be given by

Then the element

vo- [hI
11' := -=----'""'----=--

II Do - f3v] II

has the required properties. I

PROPOSITION 3.5. Consider the mapping

Z: 911-+ POW(Sv - I x 'IR.).

Then we have

(i) If N = 1, then Z is upper semicontinuous on 9J1.

(ii) If N ~ 2, then, for all (J in 911, the mapping Z is not upper semi
continuous at 0'.

Proof (i) Let 0' in 9Jl be given. Then there exists an element va in :R
such that

and V <C(s), va> = C(s)· DO > O.
SE 5;
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We can assume Vo= 1. Then, for some IY. > 0, we have

v C(s) ~ IY. > 0.
sE S

By way of contradiction, suppose Z is not upper semicontinuous in (J.

Then there exists an open set Wand a sequence «Tn) in 9J1 such that

Since (Tn -.. (T we have

and and

for n large enough, which implies that only points of the form (1, zn) are
contained in Zun' Thus, there exists an element (1, z) in ZUn \ W.

Since ffi1 = i!, we have (1, Eu) E Zu, and consequently

Then there exists an B > °such that E(T < Z + B implies (1, z) E W. Hence
(1, zn) if W implies Zn ~ Eu - B for n large enough. Then we have

(
Bn(S) )

V I} C ()-xn(s) ~Yn(l1,s)zll
(~. s) E T n S

~Yn(I},S)(Eu-B),

which implies

(
B(S) )

V 11 C( )-x(s) ~Y(I},s)(Eu-e),
(~.s)ET S

i.e., (1, Eu-B)EZu contradicting Eu to be the minimum value.

(ii) Let (T in ffi1 be given. By Lemma 3.4 there exists an element w in
SN - 1 with the properties (a) and (b). Define the sequence

by setting
W

Cn(s):= C(s)+
n

and
1

Yn(l},s):= Y(I1,S)+
n

for each S E S, (I}, s) E T, and n E N. Since

1 1
V V <Cn(s),w>=<C(s),w>+-~-

nEN sES n n
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there exists, for eaeh nef\:, a real number z" sueh that {w,z")eZ,,.•. The
open set

contains Z" but not the clement (w, z,,), n e f\, because <C(so), w) = O.
Since (J" ---> (J, Z cannot be upper semicontinuous at (J. I

Choose B, C: S ---> IRs such that for some 1', x, the parameter
(J = (B, C, y, x) is contained in 9Jl. If we restrict the mapping

F, :Ill _ POW(CiS) x Ii)

to the set

Wl n. c := {(B,C,I',x)e9JI},

then the continuous mapping A" defined in the proof of Proposition 3.2 is
independent of (J. Then F has the factorization F= A ~ Z, and, by Proposi
tion 3.5(ii) we obtain

PROPOSITION 3.6. Consider the mapping

If N = I, then F is upper semiconrinuous on 9J"lo. (.'.

PROPOSITION 3.7. For all (JE9JI such that the set V" is nowhere dense in
qS), the mapping

F,:Ill _ POW(C(S) x Ii)

i5 not upper semi-continuoU5 at (J.

Proof Let ueWl be given and choose an element (w,z) in U"xlR.
Since V" is nowhere dense in C(S), the set

M'= U [V.(n(C,w)+I)]-n(B,w)
",,'"

is also nowhere dense in C(S). Consequently, there exists a function 8 f. M.
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Define a sequence an: = (Bn, Cn' ''In, x) by setting

ew
Bn := B+-,

n

for each N EN. Since

W
Cn := C+-,

n

1
''In:=''l+

n

1 1
V V <Cn(s),w)=<C(s),w)+-~-

neN seS n n

and

V V ''In('1,s)>O,
neN (~,s)eT

there exists, for each n EN, a real number Zn such that

where rn := <Bn, w)/<Cn, w). We can assume Zn-" 00. Thus, the set
{(rn' zn)} has no limit point in C(S) x IR and consequently, it is closed in
C(S) x IR.

We claim

In fact, we have

which implies

V e(s)=rn(s)[n<C(s), w) +1] -n<B(s), w).
seS

By definition of e, the function rn cannot be contained in Va' which proves
the claim.

The open set

contains Fa but not the elements (rn' zn), n EN. Thus, we have

Since an -" a, the mapping F cannot be upper semicontinuous at a. I
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PROPOSITION 4.1. Let N = 1. Then E: 931-+ lR is continuous in (Jo E Wl if
and only if (J 0 satisfies the Slater condition.

Proof Assume 0"0 satisfies the Slater condition. We claim that E is
lower semicontinuous in (J"o. In fact, define for B > 0 the open set

which contains Z"o' By Proposition 3.5, Z is upper semicontinuous at 0"0'

Hence there exists an open neighborhood We 9Jl of (J"o such that

which implies

and proves the claim. Since, by Proposition 3.2, E is also upper semicon
tinuous at (J0, the continuity of E at 0"0 follows.

Now assume E is continuous in (J"o. Then E is also upper continuous at
0"0 and, by Proposition 3.2, 0"0 satisfies the Slater condition. I

PROPOSITION 4.2. Let N ~ 2 and 0"0 E £. Consider the statements

(1) P: £ -+ POW(SN-l X lR) is upper semicontinuous at 0"0'

(2) E: £ -+ POW(SN-l X lR) is continuous at 0"0'

(3) 0"0 satisfies the Slater condition.

Then we have the implications and. the converse implications are

(1)=(2)=(3)

not true.

Proof (1) = (2). For B > 0 define the open set

We := {(v, Z)ESN
-

1 x lR I IE"o-zl <s},

which contains P"0' Since P is upper semicontinuous in 0"0' there exists an
open neighborhood We £ of 0"0 such that

which implies 1E" - E"o 1< e, i.e., the continuity of E at 0"0'
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(2) => (3). The assumption implies that E is also upper semIcon
tinuous at (Jo. Then (3) follows from Proposition 3.2.

(2) does not imply (1). Let S= [-1,1], N=3, and define
(J : = (B, e, Y, x) by setting

B(s):= (1, S, S2)

Y(l1, s) := 1,

C(s):= (1, S, S3),

x(s):= 1 +sin(2ns).

We claim that the minimal set P" is given by

In fact, we have for each (v, 1) E P"

._ <B, v) -1
'0'- <e, v) -

and consequently

V 11 «<Be' v» -1- Sin(2nS)) = -11 sin(2ns) ~ 1
(,/, S)E T , V

with the active points

which implies E" ~ 1. Consider a point (v, E) E Z" such that V3 #- 0. Since

V <C(s), v) > 0,
SES

we have VI #-°and, consequently,

In the open interval (0, 1) the expression

is always positive. If V3 > 0, then we have for 110 = 1 and So = ~ the estimate

~ ( V3(S~ - s~) )E?:1· 1+ 3-1-sin(2nso)
VI + V2 S 0 + v3 S 0

V3(S~ - S6)
---'---"----"-'----:::3 + 1> 1.
VI + v2 so+ v3 S 0
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and

Similarly, we obtain for v3 < 0 the estimate E> 1. Thus, it follows, that for
a solution (v, Eo) we have V3 = 0, which proves the claim.

Then the sequence (v n , 1) in P ,n where

1 1
rt. n := .J2-~

converges to 0/)2, 1/)2, 0, 1), which does not belong to P,r Conse
quently, P" is not compact and, by Proposition 5.3, P is not upper semi
continuous at '5.

However, E is continuous at '5. In fact, consider a sequence ('5n) in £,
which converges to '50 , Choose points (v l1 , E"J in P"n' Since y > 0, by
Proposition 3.2, E is upper semicontinuous at '5. Thus, the sequence
(v n , E,,) is bounded. Consider any convergent subsequence of (v n , E" )
(again ndenoted by (v n , E" )), with limit (v, E). By upper semicontinuity ~f
Eat '5, we have jj; ~ E". The element v satisfies the inequality

v <C(s),v);;'O,
SE S

and we have Ilvll = 1. Thus, the polynomial <C(s), v) can have at most
one zero (not counting multiplicities) in the open interval (0, 1) and, conse
quently, there exists an active point (1Jo, so) which is different from this
zero. Choose an element (vo, E,,) in P CT' By Lemma 4.3, the element

ve := (I-e) v+cvo

satisfies for 0< G~ 1 and for each (1J, s) E r the inequalities

which implies

or E" ~ E, and consequently E" = E.
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Since we have considered an arbitrary convergent subsequence of
(V n, E<i)' the sequence E"n converges to E", i.e., E is continuous at (J.

(3) does not imply (2). Let S= {O}, N=2, and define

B(O) := (0,0),

Then we have

C(O):= (0,1), x(O):= 1,
1-1]

Y(1], 0):= -2-'

Z" = {(v, z) E SI X IR IV2 > 0 and Z ~ 1},

E,,=l, and P"={(v,z)EZ,,lz=l}. Any (V,Z)EZ" with z>l is a Slater
element.

Define a sequence ((In) by

1-1]
Yn(1], 0) := -2-'

Then we have

and

{( n 1 )}P" = , ,0.
n ~~

Remark. A similar proof to (1) => (2) shows also that the condition

(la)Q:£-+POW(C(S)xlR) is upper semicontinuous at (Jo,
implies condition (2).

The implication (2) => (3) is also true for (To E Wl.

LEMMA 4.3. Let there be given a sequence ((In) in £ and elements
ANI

(Wn,Zn)EZ"n,(JE£,(wo,E)ES - xlRsuch that

and

If (wo, zo) E Zo and 0 < c~ 1, then the element
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satisfies for each (n, s) E T the inequalities

(C(S),V,»O
and
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(
B(S), v,) ()) ( ) [(1 )(C(s), wo) E- (C(s), vo) .J

'1 -xs ~Y'1,s· -e +e \ Zo·
(C(s),v c> (C(s), v,) (C(S), v,>

Proof For n EN define the elements

Since (J n -? (J, for n large enough we have

V (Cn(s), vo> >~min (C(s), vo> >0,
SES SE5

which implies

and

For each (1J, s) E T we have the estimate

For n -? C1J we obtain

'1 (B(S), v,) xo(S))
<C(s),VF.)

~(I-e) (C(s),wo)Y(I1,s)E+e (C(S),Vo)11 [(B(S),Vo) xes)]
(C(s), v,> (C(s), v,) (C(s), Vo>

[
(C(S), wo) - <C(s), Vo> J

~Y(I1,S) (I-e) (C(S), v,) E+e (C(S), v,) Zo .
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PROPOSITION 4.4. Let 0' E i! be such that 0' satisfies the Slater condition
and P(J is compact. Then E is continuous at 0',

Proof Let (0' n) c i!, (Jn~ 0', and consider the sequence (E(JJ in IR.
Since, by Proposition 3.2, E is upper semicontinuous at 0', for each e > 0,
there exists an no E N such that

Thus, the sequence (E(JJ is bounded and it suffices to prove that every
convergent subsequence of (E(JJ (again denoted by (E(Jn» converges to E(J'
We can also assume that there exist elements (wn , E(JJEP(Jn such that (wn )

converges to an element WoE sN -1 and E(J converges to E. Then we have
A n

E<"E(J'
Choose (vo, E,,) E P(J' By Lemma 4.3, for each 0 < e <" 1, the element

Vs : = (1 - e) Wo + W o satisfies for each (1], s) E T the inequalities

<C(s), v.»O
and

) [
<C(s),wo> A <C(s),vo> ]

x(s) <"Y(1],S) (1-8) <C(s),V
e
> E+8 <C(s),ve>E(J ,

which imply (ve/llvell, E(J)EP(J'
Define for each mEN the element

Since (vrn/llvrnll,E(J)EP(J and PrJ is compact, there exists a subsequence of
(vrn/II Vrn II) (again denoted by (vrn/II Vrn II» and an element (iJ, E(J) E P(J such
that vrn/II Vrn II ~ iJ. Since II Vrn II ~ 1 we also have Vrn ~ iJ. Since Vrn ~ Wo, we
have iJ = Wo0 Then the estimate

\-J ( <B(s), vrn > (»)v 1] -xs
(q,s)ET <C(s), vrn >

<"Y(1] s) [(1-~) <C(s), wo>E+~ <C(s), Vo> E ]
' m <C(S), Vrn > m <C(S), Vrn > (J

implies, for m ~ 00,

(
<B(s), wo> )

'if rt <C() >-x(s) <"Y(rt,s)E,
(q,s)ET S,Wo

which shows E(J <" E. I
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PROPOSITION 5.1. If (J in £ satisfies the Slater condition, then the
mapping

P: £-7 POW(SN-l x IR)

is r-closed in (J.

Proof Let there be given sequences

and (v, i) E SN - 1 X IR such that

and and

By Proposition 3.1, (v, i)EZ" and consequently, i~E".
Choose an element (v, E,,) in P IT' By Proposition 3.2, Z is lower semiGon

tinuous in (J. Thus, there exists a subsequence of ((Jn) (again denoted by
((In)) and a sequence (wn, zn) in Z"n such that

LEMMA 5.2. Assume (J E £ satisfies the Slater condition and (vo, E,,) eP ,,"
Then for each A> 1 the parameter (J A satisfies the Slater condition the
element (v o, J.E,,) is contained in P,,_, where,-

(J;:= (B, C, y, xJ
and

Proof For each (v, z) in ZIT and for each (I}, s) in T we have

«
B(S), v) ( ))

1J <C(s), v) - X A. s

+1} [«B(S), v) -xes)) + p.-1) «B(S), vo) X(S))]
<C(s), v) <C(s), vo)

::;:; y(l}, s) z + (1 -1) y(l}, s) E,,::;:; ')1(1], s) }.z,

which implies (v, 1z) E Z "A' If (v, z) is a Slater-element of Z", then (v, A, z)
is a Slater-element of ZIT), i.e., Z:; -# 0, for each }, > 1.
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If we consider the element (vo, Ea ) E P(n then we have for all
(I}, s) E M((J, Vo, Ea)

«

B(S), vo) ()) 1 «B(s), vo) ())
I} -x). S =I}A -x s

<C(s),vo) <C(s),vo)

= ,lY(I}, s) E a ,

which implies

M((J, vo, Ea)cM((J)., Vo, ,lEa)'

By Proposition 2.2, (vo, ,lEa) E Par I

PROPOSITION 5.3. Assume # S ~ N - 1 and define the set

E:= {(J E £ IPa compact and (J satisfies the Slater condition}.

Then:

(i) The mapping P: £ ~ POW(SN-l X IR) is upper semicontinuous at
(J E £ if and only if (J E E;

(ii) The set nis open in 52.

Proof (i), (1) Let Pa be compact and (J satisfy the Slater condition.
Suppose P is not upper semicontinuous at (J. Then there exists an open set
Wand sequences

and

such that

and and

By Proposition 4.4, E an ~ Ea. We can assume that Wn ~ Wo for some
WoESN

-
I

. Since (wMEaJ¢Wwe have (Wo, Ea)¢Pa· By compactness of
Pa there exists a <5-neighborhood

U {(W,Z)ESN
-

l xlRlll(w,z)-(v,Ea)ll<<5},
(D, En)EPn

which also does not contain (wo, Ea ), hence

v Ilwo-vil ~<5>0.
(D, En)EPn

Choose an element (vo, E a ) in Pa • By Lemma 4.3, for O<e~ 1, the element

ve := (1-e)wo+wo
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satisfies for each (1'/, s) E T the inequalities

and

«
B(S), Ve> )

1'/ <C(S),V
e
> X(S) ~Y(1J,s)E",

i.e., (velil V e II, E,,) E P '" Then, for 0< e~ 1, we have

Since velll Ve II ~ Wo at e~ 0, we have a contradiction.
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<B, Vn>
rn : = <C, V

n
>'

(i), (2). Case 1: xrf= V". Let P be upper semicontinuous at (J. By
Proposition 4.2, the parameter (1 satisfies the Slater condition. Suppose P"
is not compact. Then there exists a sequence of points (v n , E,,) in P"
without a limit point in P" and, consequently, without a limit point in
V" x IRL For n E N, define

1
An := 1+-,

n

(1n:= (B, C, y, xn)'

By Lemma 5.2, (Vn, AnE,,) EP(Jn' The assumptionxrf=V(J implies E(J>O.
Thus, we have (vn, AnE(J)rf=P(J' Consider the open set

Then we have P (J C Wand P (In ¢ W for each n EN.
Since

II (1n- (J II = Ilxn-x II co

=(An -1)llrn -xll co

~ II y II co E(J(An- 1)

1
=-I/YlicoE(J'

n

it follows that (1n ~ (1, which contradicts the upper semicontinuity of P
at (1.

Case 2: x E V(J' In this case we have

{ I
<B, v> 1

P(J= (V,O)EU"x!R X= <c,v>J
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and we will use the notation r := x. Proposition 4.2 implies that (J satisfies
the Slater condition. If (J is normal, then, by Corollary 6.2, P (J is compact.
Thus, we can assume dim H r ~ 2.

Suppose, by way of contradiction, P (J is not compact. Then there exists
a sequence (vn, 0) in P(J without a limit point, i.e., the set {(vn, O)} is closed
in P(J and in view of Proposition 5.1 also closed in U(J x IR. Consider the
linear space

£(r):= {<rC-B,w)EC(S)lwEIR N
}.

If dim £(r)=O, then we have V(J= {r}. Choose 110E {-1, 1} such that

e(s):= 110Y(110, s)

is not the zero function. Define a sequence of parameters (J n : = (B, C, Y, xn )

by setting
e

X n := r--.
n

Then we have also V(Jn={r}. We claim, that Q(Jn={(r,l/n)}. In fact,
consider for each (11, s) E T the inequality

where we have equality for those (110' s) such that Y(110, s) > 0, i.e.,
E(Jn= lin. Then (v n , lin) belongs to P(Jn' Define the open set

which contains P (J and does not contain P(In for each n EN. Since (J n ~ (J we
have a contradiction to the upper semicontinuity of P at (J. Thus, P (J is
compact in this case.

If dim £(r»O choose a basis <PI' <P2' ..., <Pd of £r' Using the formula

dim £r+dim Hr=N

(compare [8, Section 4]) and the estimate dim H r ;? 2, we have

By assumption S contains at least N - 1 points. Then there exist
1 :( k :( d + 1 points
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K = 1, 2, ,.., k are linearly dependent. Thus, we can find real numbers
AI, ..1,2, ,.. , Ak such that

k

L A" J(s,J = 0.
,,=1

We can assume that A" =f 0, K = 1, 2, ..., k and

Then the set

is a critical set with respect to r (for the definitions compare B. Brosowski
and C. Guerreiro [10J),

Define the disjoint and closed sets

and

We can assume that at least one of the sets S+ and S- is non-empty,
replacing, if necessary, AI, )02' "" Jc k by -AI' -A 2 , .,', -Jck and using the
condition

V y(l,s)+y(-l,s»O.
SE S

By Urysohn's lemma there exist continuous functions e +, e -: S -+ [0, 1J
such that

8+(s) '= r if SES+
, 0 if SES- u SO

and

8-(s) '= r if SES-
, 0 if SE S+ u So,

640/61/3-4
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where

The function

BROSOWSKI AND GUERREIRO

8(s):= 8+(s)y(l,s)-8-(s)y(-I,s)

satisfies the inequalities

\;f -y( -1, s) ~ 8(s) ~ y(l, s)
SES

and, consequently,

\;f "8(s)~y(,,,s).
(~, S)E T

Define a sequence of parameters an: = (B, C, y, x n) by setting

where b > 0 is chosen so small, that each an satisfies the Slater condition.
We claim that (r, bin) is contained in Qun' In fact, consider for each

(", s) E T the inequality

b b
,,(r(s) - xn(s)) =- ,,8(s) ~ y(", s)-

n n

with equality at least for the points

Since this set is critical with respect to r, by [10, Theorem 1.1], the result
follows.

Define the open set

which contains Pu and does not contain PUn for each nEON. Since an --> a
this contradicts the upper semicontinuity of P at a. Thus, Puis compact.

(ii) Choose a parameter ao in TI. By Proposition 2.3, there exists an
open neighborhood W~ c i! of ao such that for each a E W~ the parameter
a satisfies the Slater condition.
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Let W be a compact neighborhood of Pao' which is contained in Uao xiR.
Define the real number

a := min {<Co(s), v) E lR IS E S and v E W} > o.
By part (i) of this proposition, the mapping

P: £ -? POW(SN -1 X lR)

is upper semicontinuous at 0"0' Hence, there exists a neighborhood W~ c i'
of (J 0 such that

We can assume that W~ is contained in the open set

W~ n { 0" E £1 II 0" - 0"0 II < i},
which implies that each 0" E W~ also satisfies the Slater condition.

We claim that each P a , O"E W~, is closed. In fact, let (vn , E a ) be a
sequence in Pa such that

By compactness of W, the element (vo, Ea ) is contained in W. Thus, the
element Vo satisfies for each S E S the inequality

C(

:;:'a-II Co- CII >2>0,

which implies VoEUa. By PropositionS.!, (vo,Ea) is contained inPa.
Thus, Pais compact and the neighborhood W~ of (J 0 is contained in -2,
£ is open. I

Remark. The assumption # S:;:, N -1 was only used in part (i), (2) of
the proof. Further we remark, that in part 0), (2) ofthe proof, we used in
Case 1 only variations of x in the set

{r+Jc(x-r)EC(S)IJc:;:' I},

and in Case 2 only variations of x in the set

{r+A(x1-r)EC(S)1 J.:;:'O},
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since the variations considered in Case 2 can be written as

e 1
xn=r--=r+- (xl-r)

n n

with Xl = r- e resp.

be 1
xn=r--=r+- (Xl -r)

n n

with X I = r - be.

Thus, if the Slater condition is fulfilled then part (i), (2) of the proof works
also with the weaker assumption of upper semicontinuity of P restricted to
the set

nD, C, y := {(B, C, y, x) E,Q}

or even with the assumption of outer radial upper semicontinuity (ORU
continuity) introduced by B. Brosowski and F. Deutsch [3]. Thus, we have
also

PROPOSITION 5.4. Let (J E,Q satisfy the Slater condition. If the mapping

P: nD, c, y -+ POW(SN-I X IR)

is upper semicontinuous (or ORU-continuous) at (J, then P" is compact.

PROPOSITION 5.5. If (J E,Q and P" is compact, then (J is normal.

Proof Let (v, E,,) E P" and, by way of contradiction, suppose dim
H v ~ 2. Then there exists an element WE H v such that wand v are linearly
independent.

Since for e>°small enough we have

v <C(s),v+ew»O,
SE S

we can assume
v <C(s), w) >0,

SES

Let So E Sand ..10 E IR be given by

..1
0

:= <C(so), v) := min <C(s), v) >0,
<C(so),w) SES <C(s),w)

and consider a sequence (An) such that

and
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For each n EN we have

<r(s) C(s) - B(s), v - )~n W >= 0,

where r:= <B, v)/<C, v).
Since

w <C(s), v) 1 1
V -'---'-'-'- ~ 11.0 > 'on

SES <C(s), w)

implies

V <C(s),v-Anw»O.
SE S

we have

This implies (wn, E,,) E P" for W n := (v - An w)/11 v - An W II.
Since P" is compact,

This contradicts

315

COROLLARY 5.6. If P is upper semicontinuous at (J E 52, then U" contains
normal elements.

Proof This is an immediate consequence of Propositions 5.3 and
5.5. I

COROLLARY 5.7. Define the set

52* := {(J E 52 I # P" = 1 and (J satisfies Slater condition}.

Then (J is normal and the mapping

p:52*~SN-lxlR

is continuous.
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6. CONTINUITY PROPERTIES OF Q

PROPOSITION 6.1. The mapping R(Y: U(Y -+ C(S) restricted to the normal
points of U(Y is an homeomorphism.

Proof Let

o:= {v E U(Y Iv is normal}

and denote by it the restriction of R(Y to O. It is clear that R(Y IS

continuous and injective.
To prove that it is homeomorphism, it suffices to prove that it is also an

open mapping. In fact, let We 0 be an open subset. Suppose by way of
contradiction that R(Y( W) is not open in RA 0). Then there exist an
element r(Y:= RAvo) in RAW) and a sequence (rn) with rn$R(Y(W)
and rn -+ roo Let VnEO be such that rn= R(Y(vn). Since the sequence (vn) is
bounded, we can assume Vn -+ i5.

Case 1:
v <C(s), i5) > O.

SES

In this case i5 E U(Y and, by continuity,

<B, i5)
rn-+<C,v)'

which implies ro= <B, 15)/<c, i5). Since ro is a normal point, we have
15= Vo. Since W is open and Vo E W, for n large enough, VnE W, which
implies rnE RA W), contradicting rn$ RAW).

Case 2:

:J <C(so), i5) = O.
SQES

In this case i5 $ U (Y. For each n EN, we have

V <rn(s)C(s)-B(s),vn)=O,
SES

which implies

V <ro(s) C(s) - B(s), v) = O.
SES

This means V E H vo ' Since dim(Hvo ) = 1, Vo E H vo ' and 111511 = 1, we have
i5 = AVo for some A#- O. This implies
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wnien is not possible. I
Remark. In the special case of Chebyshev-approximation by

generalized functions (comp..'lre Example 1.1.) this result is due /0

E. W. Cheney and H. L. Locb [12].

Remark. The mapping R Q is in general neither closed nor open as the
following example shows.

Choose S = [0, I], N = 3. and define

• H(,),~ (1,0,0)
.r. s

For each n e N. Ihe element

and C(s):= (0. 1.$).

is contained in Uc since

1
V -+.f>O.

'cS n

The set {u"e UclneN) is dosed (in Uc ), Since it has no 3l.:cumulation
point in V(. The set of elements

,.(..),~ (H(,), ".>
(C(,'I, '.>

I/n l

lIn +s

is nOI closed in C(S), since it has the function ro(s)=O as a limit point
Consider the non-normal clement

'2 '2".'~ (0 ::L L), '2 '2 .

Choose t= 1/10 and define the open neighborhood W of II" by swing

W:= {veU("I!t;-wl:<t}.

Then RQ ( W) is not open. In fact, if we consider
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for n large enough, we have rn := R".(wn ) is not contained in R".(W). But
we have also rn -+ 0 and Ru ( w) = 0 is contained in Ru ( W). Consequently,
Ru ( W) is not open.

COROLLARY 6.2. Let (J be in 52. Then Puis compact if and only if Qu is
compact and (J is normal.

Proof The result is an immediate consequence of Propositions 6.1 and
5.5. I

PROPOSITION 6.3. (i) If the mapping Q:52-+POW(C(S)xlR) is upper
semicontinuous at (JoE 52, then (J0 satisfies the Slater condition and Quo is
compact.

(ii) If (JoE 52 satisfies the Slater condition, Quo is compact, and (Jo is
normal, then Q is upper semicontinuous at (Jo.

(iii) The set

n:= {(J E 52 I(J satisfies the Slater condition and Qu compact and (J normal}

is open in 52.

Proof (i) Using the remark after Proposition 4.2, we have also that (Jo
satisfies Slater condition. Suppose Quo is not compact. Then there exists a
sequence of points (rn' Euo ) in Qu without a limit point in Quo' For n EN,
define

1
An := 1+-,

n

By Lemma 5.2, (Vn, An Euo ) E Qun ' Since Quo is not compact, we have x¢ Vuo
and, consequently, Euo>O. Thus, we have (rn, AnEuo)¢Quo' Define the
open set

Then we have Quo c Wand QU
n

rt- W for each n EN. Since

II (In-(Joll = Ilxn-xll oo
= (An-1)llrn-xll oo
~ II Y II 00 Euo(An-1)

1
=-IIYlloo Euo 'n

it follows that (J n-+ (J0, which contradicts the upper semicontinuity of P
at (Jo.
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(ii) Assume Q is not upper semicontinuous at (Jo. Then there exist an
open set We C(S) x Ill, a sequence ((In) in £, and a sequence (rn) such that

and and

Let un E U"n be such that

By Corollary 6.2, P "0 is compact and, consequently, by Proposition 5.3,
P is upper semicontinuous at (Jo. Choose a compact neighborhood WI of
P"0' which is contained in U"0 x Ill. By Proposition 5.3, there exists a
neighborhood W zE £ of (J° such that for each (J E Wz, P" is compact and,
by upper semicontinuity of Pat (Jo, is contained in WI' Since (In ~ (Jo, for
n large enough, (v n , E"JE WI' By compactness of WI' we can assume

Since WI C U"o x lR, we have

'vi <Co(s), vo) > 0
SE S

and, by Proposition 5.1, (vo, E) In P (JO' Then Vn -l> Vo implies that the
sequence

converges to <Bo, vo ) / <Co, vo), which is contained in Q(Jo'

But this is impossible, since each rn is not contained in the open set W
and Q(Jo C W. Thus, Q is upper semicontinuous at (Jo.

(iii) Choose an element (Jo in E. By Corollary 6.2, P"o is compact.

Then, by Proposition 5.3 there exists an open set W such that (JoE Wand
for each (J E W the parameter (J satisfies the Slater condition and P (J is com·
pact. By Corollary 6.2, Q(J is compact and (J normal, i.e., Wen. Thus, n
is open. I '"

Remark. As in the proof of part (i), (2) of Proposition 5.3 we used in
part (i), only variations of x in the set

{r+A(x-r)Ec(S)I}.~ I}.

Thus, if the Slater condition is fulfilled then part (i) of the proof works also
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with the weaker assumption of upper semicontinuity of Q restricted to the
set

£B,C,y:= {(B,C,y,X)E,2}

or even with assumption of outer radial upper semicontinuity (ORU
continuity) introduced in [3]. Then, we have also

PROPOSITION 6.4. Let a E,2 satisfy the Slater condition.
If the mapping

Q: £B, C,y ~ POW(C(S) x IR)

is upper semicontinuous (or ORU-continuous) at (J, then QI7 is compact.

COROLLARY 6.5. Define the set

,2 # : = {(J E ,2 I # Q 17 = 1 and (J satisfies the Slater condition and (J normal}.

Then the mapping

Q:,2# ~ C(S) x IR

is continuous.

PROPOSITION 6.6. (i) If (J satisfies the Slater condition, n j 0 QI7 is
compact, and (J is normal, then n j 0 QI7 is upper semicontinuous at a.

(ii) The set

£ := {(J E ,2 I(J satisfies the Slater condition
and n j 0 QI7 compact and (J normal}

is open in ,2.

(iii) Define the set

,2#:= {(JEf!1 #nj 0 QI7= I}.

Then the mapping

Q:,2#-+C(S)

is continuous.

Proof The proof follows from Proposition 6.3, since QI7 is compact if
and only if nj 0 QI7 is compact. I
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COROLLARY 6.7. In the case of ordinary rational Chebyshev approxima
tion, we have

If cr is normal and # n 1 0 Q" = 1, then the metric projection is
continuous at cr.

Proof The result follows from 6.6(iii), since in the case of ordinary
Chebyshev approximation we have y= 1 (compare Example 1.1), which
implies the Slater condition. I
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